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SCOTLAND	DATA:		
•  Clinical	Data:	250K	people	

o  GoDARTS		
o  GoSHARE	
o  NHS	Tayside	and	NHS	File	

•  Genotype	Data	
	13,000	people	X	40	Million	SNPs		

	
INDIAN	DATA:	
•  Clinical	Data:	400K	people	
•  Genotype	Data:	25K	people	
	
UK	BIOBANK	DATA:	
•  Clinical	Data:	490K	people		
•  	Genotype	Data:		

490K	people	and	93	Million	SNPs	

INTRODUCTION	
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•  Work	in	big	data	ecosystem	

•  Move	to	algorithms	that	can	run	in	parallel	

•  Advanced	file	formats	that	are	indexed	and	ready	
for	parallelism		

•  Centralized	storage	for	both	phenotype	and	
genotype	data	

•  Provide	best	performance	to	the	amount	of	
hardware	available	

	

SOLUTION	

•  IdenIfy	different	quesIons	to	ask	the	data	

•  Expand	the	Hadoop	cluster	to	become	more	
powerful	

•  Showing	genomic	significance	for	each	
chromosome	in	FIGIWAS	

•  Dynamic	UI	for	clinicians/geneIcists	to	interact	
with	the	data.	

FUTURE	WORK	

	
	
	
	
	

•  Flat	text	files	which	are	hard	to	break	or	naturally	
not	indexed,	makes	it	strenuous	to	manually	
separate	and	parallelize		

•  Lack	of	centralized	storage	for	genotype	and	
phenotype	data	

•  Single	node	tools	and	programming	methods	that	
doesn’t	scale	

•  DifficulIes	in	learning	across	mulIple	and	deeper	
phenotypes	&	genotypes	

	

•  Open	source	framework	for	storing	data	and	
running	applicaIons	in	clusters.	

•  Horizontal	scalability	

•  Failure	is	normal	and	expected	

•  Data	Locality	-	Compute	should	move	to	the	data	

	

WHY	HADOOP	?	

GOAL	

HADOOP	DISTRIBUTION	FILE	SYSTEM	(HDFS):	
•  File	system	for	Hadoop	framework	
•  Uses	commodity	hardware	–	low	cost	
•  OpJmized	for	MapReduce	workloads	-	deliver	

data	into	the	compute	infrastructure	at	a	huge	
data	rate	

•  Support	of	highly	efficient	datatypes	–	Parquet	,	
ORC	

	
MAPREDUCE:	
•  Programming	paradigm	for	Hadoop	
•  Consist	of	Mapper	and	Reducer	

Pig:	An		engine	for	execuIng	data	flows	in	parallel	on	Hadoop.		
	
Hive:	A	Data	Warehouse	infrastructure	for	Hadoop	
	
Oozie:	Workflow	scheduler	system	for	Map	Reduce	jobs.	
	
Spark:	Hadoop	on	steroids.	Runs	up	faster	in	memory	and	even		fast	on	disk	than	Hadoop.	
	
HBase:	A	column-oriented	database	management	system	that	runs	on	top	of	HDFS.	
	
Kama:	Building	real-Ime	data	pipelines	and	streaming	apps	on	Hadoop.	

•  Pipeline	to	load	the	data	to	
HDFS	

•  Enrich	the	data	in	HDFS	

•  Merge	the	Phenotype	and	Genotype	data	into	a	single	file	for	
further	analysis	

•  Create	visualizaIon	UI	to	bridge	the	gap	between	the	medical	
researchers	and	growing	big	data	

•  Landscape	visualizaIon	of	Many	Gene	
Variant	and	Many	Disease		

•  Heatmap	to	visualize	the	variaIons	among	
different	phenotype	on	each	chromosome	

•  Ability	to	zoom,	pan,	orbital	and	turntable	rotaIon		

•  Provide	a	cut	of	the	landscape	for	users	to	visualize	
the	significant	regions		

FIGIWAS	(Ongoing	Work)	


